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FIG. 3. Object codes.6

6Words in black are not codes and are used here solely for labeling purposes.
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TABLE 2. Action codes and definitions.

Action Definition

Announcement Declaring the upcoming objects
Answer Handling question
Chitchat Casual conversation
Comment Expressing mixed or neutral feelings

regarding objects
Confirmation Giving assurance or validation regarding objects
Consuming Drinking or eating objects
Expecting Looking forward to objects from Starbucks
Forwarding Pointing to potential useful objects
Maintenance Managing objects
Missing Feeling from the lack of objects and

expecting to have them back
Negative comment Critiquing, complaining
Notification Letting one know on objects
Order via Twitter Attempting to place order on Twitter
Patronizing Physically being in objects or going to

objects frequently
Positive comment Complimenting, praising
Question Expressing confusions or doubts toward objects
Recommendation Providing positive advice regarding objects
Recommendation Seeking advice regarding objects

request
Request Asking for objects
Research Examining objects
Response Giving unnecessary feedback on objects
Suggestion Providing ideas to improve objects
Supplement Adding on to objects

originally developed for transaction log analysis. An action
is a specific expression to the object, and an object is a
self-contained information object. These two components
together form an action-object pair and represent one inter-
action between user and system. We extended the concept
of this method and applied it to microblogging analysis. In
our scenario, the object is material relevant to Starbucks,
for example, its coffee, its service, and its promotion. The
action is an expression as eWOM concerning the objects.
For example, the action can be criticizing, asking a ques-
tion, or providing a suggestion. Thus, the action and object
together makes an action-object pair, and a thread of action-
object pairs can tell a story regarding aspects of the Starbucks
brand and customer satisfaction with that brand. For example,
criticizing-coffee pair indicates the customer’s dissatisfaction
toward Starbucks’ coffee. We used an open coding approach
to develop coding schema for action and object. One tweet
can be coded with multiple action-object pairs. The com-
plete relationship of codes for objects is in Figure 3, and the
complete list of codes for actions is in Table 2.

Results

Research Question #1: What Are the Overall eWOM
Trends of Brand Microblogging?

From an analysis of 149,472 tweets collected over 13
1-week periods for 50 brands, we calculated the resulting sen-
timent analysis by week per brand, as shown in Table 3. From
Table 3, more than 60% of the aggregate weekly sentiments

TABLE 3. Brand sentiment by week.

Sentiment by week Occurrences Percentage

Great 194 29.8%
Swell 200 30.8%
So-so 78 12.0%
Bad 102 15.7%
Wretched 42 6.5%
No Tweets 34 5.2%

Total 650 100.0%

for the brands were positive (Great or Swell). Just over 22%
of the sentiment by brand were negative (Bad or Wretched).
A small percentage (12%) was neutral (So-so), and an even
smaller percentage of the brands (≈5%) had no tweets in
a given week. So, although the positive tweets represented
the largest quantity, there were a substantial percentage of
negative tweets. Prior research in the impression formulation
literature has shown that negative comments have a greater
impact than positive ones (Skowronski & Carlston, 1989).

The analysis in Table 3 is based on the Summize algo-
rithmic analysis. However, we wanted to evaluate whether
this algorithmic approach was effective because we could
not locate any published works evaluating the automatic sen-
timent analysis of tweets. Plus, Summize uses only the most
recent 125 tweets for the time period to determine the overall
sentiment. However, this raises the question of whether this is
an accurate sample to determine sentiment for a given week.
We wanted to see if this approach affected our results. In order
to investigate this, we downloaded the top 250 tweets of five
brands over 4 random weeks for a total of 2,610 tweets in
order to compare the automatic coding method of Summize
to the same tweets manually coded method. We coded each
tweet for sentiment using the coding schema outlined above
and compared the sentiment results from the first 125 tweets
to the second 125 tweets. Two coders independently coded
each tweet using the coding scheme outlined above. Inter-
coder reliability was quite high (Cohen’s κ = 0.85). Using the
general linear model (Dobson, 2002), we identified no differ-
ence between the sentiment distribution of the first 125 and
second 125 tweets by brand (F = 0.58, p = 0.45). Therefore,
we are reasonably assured that the most recent 125 tweets are
a representative sample of tweets for given weeks.

Using the sentiment of the first 125 tweets to represent the
overall sentiment, we then created a block design and treated
brand, sentiment category, and time (i.e., week) as blocking
factors because they could potentially influence the senti-
ment percentage. We compared manual coding with system
coding by using the general linear model. There was no differ-
ence between manual coding and system coding (F = 0.00,
p = 1.00). Therefore, our findings from these two evaluations
show that our algorithmic approach is accurate in classifying
the tweets. The implication is that one can use standard text
classification methods to analyzed tweets, and new methods
are not required.

In addition to the overall sentiments, we performed a
detailed analysis not at the week level but for the specific
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TABLE 4. Analysis of individual tweets for sentiment.

Percentage
Total (all) Percentage (all) (sentiment only)

Great 9,451 6.3% 33.0%
Swell 5,558 3.7% 19.4%
So-so 4,071 2.7% 14.2%
Bad 4,550 3.0% 15.9%
Wretched 5,032 3.4% 17.6%
No sentiment 120,810 80.8%

Total 149,472 100.0% 28,662 (19.2%)

TABLE 5. Sentiment changes by week.

Change Occurrence Percentage

Change to negative 182 30.3%
Change to positive 184 30.7%
No change 195 32.5%
No tweets to negative tweets 8 1.3%
No tweets to positive tweets 13 2.2%
Tweets to no tweets 18 3.0%

Total 600 100.0%

tweets that make up this sentiment. Results are reported in
Table 4.

As one can see from Table 4, more than 80% of the
tweets that mentioned one of these brands expressed no senti-
ment. This indicates that people are using Twitter for general
information, asking questions, other information-seeking and
-sharing activities about brands or products, in addition to
expressing opinions about brands or products. Of the 268,662
tweets expressing sentiment, more than 52% of the individual
tweets were expressions of positive sentiment, while ≈33%
of tweets were negative expressions of opinion. This is in line
with prior work such as that ofAnderson (1998), who showed
that there was a U-shape relationship between customer satis-
faction and the inclination to engage in WOM transfers. This
suggests that extremely positive and satisfied and extremely
negative customers are more likely to provide information
relative to consumers with more moderate experiences.

However, there are dissimilar motivations behind positive
WOM and negative WOM utterances (Anderson, 1998). The
major incentive for people to spread positive WOM is to
gain social or self-approval. Their positive WOM utterances
demonstrate their splendid purchase decisions. Additionally,
altruistic behavior of sharing expertise with others has also
been shown to motivate positive WOM (Fehr & Falk, 2002;
Richins, 1984). Hostility (Jung, 1959; Kimmel, 2004) and
vengeance (Richins, 1983) motivates dissatisfied consumers
to engage in negative WOM.

In further investigation of the microblogging trends, we
examined how sentiment changed from week to week.

Table 5 shows the changes in sentiment from week to
week for each of the 50 brands over the 13-week period.
Beginning with the starting week for each brand, we then

calculated the change. We see that ≈32% of the time there
was no change from one week to the next. More than 64% of
the time, there was a change in sentiment or a change to no
tweets. Based on prior work, this propensity of microblogs
to change categories has important implications for busi-
nesses. Benedicktus & Andrews (2006) reported that there
was limited long-term effect if reputation did not decline to
a lower category (e.g., from average to poor) and that many
more periods of positive comments were required to rebuild
trust than were required to damage it. However, most of the
changes were to adjacent categories. So the changes could be
the by-product of using the Likert scale. So if a brand was
right of the edge of two categories, a few tweets either way
in a given week could move a brand sentiment classification
from one category to the adjacent category.

In order for a company to perform brand management,
it is important to know people’s opinions about brands and
products. It is critical to recognize the company’s position
in the market, especially in its own industry sector, and to
compare with its competitors. Therefore, we compared the
sentiment of brands we studied in each of 12 industry sectors.
We statistically compared the brands within each of the 13
industry sectors to determine if there were differences among
the brands. Table 6 presents the results.

We found statistically significant differences between
brands in seven industries including automotive, computer
hardware, computer software, consumer electronics, food,
personal care, and sporting goods. We also conducted post-
hoc analysis by using a Tukey test at a 5% family-wise error
rate to identify the exact differences between brands. In auto-
motive, Mini Clubman has a different sentiment than Honda
and Smart Car. In computer hardware,Averatec has a different
sentiment than MacBook Air, iPhone, and Lenovo. In com-
puter software, Windows Vista and Windows 7 have different
sentiment classifications. In consumer electronics, Magnavox
has a different sentiment than the rest of that group. Kellogg’s
and the rest of the brands in the food category have differ-
ent sentiments. In personal care, Crest has a different brand
sentiment than Aquafresh and Oral-B Triumph. In sporting
goods, the sentiment of Adidas Originals is different than the
rest of the brands. Overall results of this analysis are shown
in Table 6.

This differentiation among brands within an industry sec-
tion shows that microblogging as eWOM is a promising
measure for companies to use for competitive intelligence.
Companies can also use microblogging as a part of their mar-
keting campaigns to attempt to differentiate themselves from
their competitors.

Since this set of 149,472 microblog postings all contained
branding comments identified by Summize, we wanted a
dataset as a base of comparison. We downloaded 14,200 ran-
dom tweets via the Twitter API. We downloaded 1,092 tweets
from each week of the data sample period used above.

We analyzed each of these 14,200 tweets for occurrences
of mentions of a brand or product.After importing our 14,200
tweets into a relational database, we queried the database
with our 50 brands, identified, and labeled all tweets that
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TABLE 6. Brand sentiment comparison in industry sector.

Post-hoca

Index Industry Sector Brand F -value DF P-value Brand Level A Level B

1 Apparel Banana Republic, H&M, TopShop 1.17 2 0.328 No significant difference among brand sentiment across
brands

2 Automotive Honda, Mini Clubman, Prius, 4.16 4 0.006* Honda, Smart ForTwo A
Smart ForTwo, Toyota Toyota, Prius A B

Mini Clubman B

3 Computer Averatec, Dell, iPhone, Lenovo, 5.61 4 0.001* MacBook Air, iPhone, Lenovo A
Hardware MacBook Air Dell A B

Averatec B

4 Computer Leopard, Microsoft, Windows 7, 5.19 3 0.004* Windows 7 A
Software Windows Vista Microsoft, Leopard A B

Windows Vista B

5 Consumer BRAVIA, Magnavox, Nintendo, 12.61 5 0.000* Wii Fit, BRAVIA, Nintendo, A
Electronics Sony, Toshiba, Wii Fit Sony, Toshiba

Magnavox B

6 Energy Exxon, Sunoco 0.00 1 1.000 No significant difference among brand sentiment across
brands

7 Fast Food Arby’s, McDonald’s, Starbucks, 1.78 3 0.168 No significant difference among brand sentiment across
brands

Starbucks Drive Through

8 Food Cheerios, Kellogg’s, Malt-O-Meal, 5.72 3 0.003* Special K, Cheerios, Malt-O-Meal A
Special K Kellogg’s B

9 Internet Service Amazon, Facebook, Gmail, 0.78 5 0.565 No significant difference among brand sentiment across
Google, KartOO, Yahoo! brands

10 Personal Care Aquafresh, Crest, Oral-B, 6.87 3 0.001* Crest A
Oral-B Triumph Oral-B A B

Aquafresh, Oral-B Triumph B

11 Sporting Goods Adidas, Adidas Originals, 21.79 3 0.000* Adidas, Reebok, Saucony A
Reebok, Saucony Adidas Originals B

13 Transportation DHL, FedEx, Forever Stamp 0.52 2 0.599 No significant difference among brand sentiment across
brands

*p < 0.05.
aLevels not connected by same letter (A, B) are significantly different.

mentioned these brands. We then used an open coding tech-
nique where we qualitatively reviewed individual tweets.
When a product or brand mention occurred, we would query
the entire dataset for all occurrence of this brand (i.e., a mod-
ified snowball technique [Patton, 1990]). Coders reviewed
each of these tweets to verify that they contained a brand men-
tion. We repeated this process until all tweets in the database
had been examined and coded.

Of the 14,200 random tweets, 386 tweets (2.7%) con-
tained mention of one of the brands or products from our
list (Table 1). There were 2,700 tweets (19.0%) that men-
tioned some brand or product, inclusive of the brands that we
used in this study. Therefore, microblogging appears to be
a rich area for companies interested in brand and customer
relationship management.

In addition to determining whether these tweets mentioned
the brands, we classified 2,700 tweets into general categories,
similar to the work outlined previously (Broder, 2002; Jansen,
Booth, & Spink, 2008; Rose & Levinson, 2004) classifying
Web queries. We classified these branding tweets into the

following four categories, again following Glaser & Strauss’s
(1967) coding development strategy.

• Sentiment: the expression of opinion concerning a brand,
including company, product, or service. The sentiment could
be either positive or negative.

• Information Seeking: the expression of a desire to address
some gap in data, information, or knowledge concerning some
brand, including company, product, or service.

• Information Providing: providing data, information, or
knowledge concerning some brand, including company, prod-
uct, or service.

• Comment: the use of a brand, including company, product, or
service, in a tweet where the brand was not the primary focus.

A tweet could be coded into more than one category. For
example, a tweet that expresses sentiment could also pro-
vide information, or a tweet seeking information may also
provide information.

Therefore, these categories were hierarchical. That is, we
first determined whether a tweet expressed sentiment. If not,
we then examined it to see whether it sought information.
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TABLE 7. Branding tweets by category.

Classification Occurrences Percent

Comments 1,310 48.5%
Sentiment 602 22.3%
Information providing 488 18.1%
Information seeking 300 11.1%

Total 2,700 100.0%

TABLE 8. Linguistic statistics for tweets.

Tweet length (words) Tweet length (characters)

Tweet 14.2 K 38.8 K 2.6 K 14.2 K 38.8 K 2.6 K
measures tweets tweets tweets tweets tweets tweets

Average 15.4 14.3 15.8 86.3 89.1 102.6
SD 6.8 6.4 6.6 36.5 35.3 36.4
Max 33 33 43 142 155 185
Min 1 1 3 1 1 16

If it did not seek information, we then determined whether it
provided information. Comments were the catch-all category.
The results of this coding analysis are shown in Table 7.

As can be seen from Table 7, most tweets that mention a
brand do so as a secondary focus. These tweets account for
just under half of the branding tweets in this sample. Users
expressed brand sentiment in 22% of the tweets. Interestingly,
29% of the tweets were providing or seeking information con-
cerning some brand. This shows that there is considerable
use of microblogging as an information source. This would
indicate several avenues for companies, including monitoring
microblogging sites for brand management (i.e., sentiment),
to address customer questions directly (i.e., information seek-
ing), and monitoring information dissemination concerning
company products (i.e., information providing).

Research Question #2: What Are the Characteristics of
Brand Microblogging?

For this research question, we did a linguistic analysis
of three sets of tweets. From the 149,472 microblog post-
ings, we downloaded the first 100 tweets (fewer if there
were fewer than 100 tweets) for each brand during each
week of the data collection period. This gave us 38,772
tweets containing branding terms. We also separately exam-
ined the 2,610 tweets, performing qualitative analysis to
ensure that this sample adequately represented the over-
all population. Finally, we analyzed the 14,200 randomly
downloaded tweets.

We believe a comparison of the linguistically analyzed
results from these three datasets will provide insight into the
semantic structure of branding tweets.

From Table 8, one can see that the statistics for tweets are
similar across all three sets. The average words-per-tweet is
nearly 16. As a comparison, the average Web search queries
is approximately three terms (Jansen & Spink, 2005; Wang

et al., 2003). The length of the average English sentence is
about 25. So at the aggregate term level, tweets have more in
common with standard written sentences than with related
short expressions, such as Web queries. One of the suc-
cesses of the microblogging service is this shortness of the
microblog. It may be that the tweet length is a familiar length
for information processing.

We then examined tweets at the specific term level, as
shown in Table 9.

From Table 9 we see that tweets contain many of the
skip words (e.g., the, a, to, us, for, etc.) that are common
in natural language usage. However, there are some high
occurrences of nonskip words, which is uncommon in nat-
ural language expressions. Nevertheless, this may be due to
the focus on branding and the demographics of the Twit-
ter user population. The average frequency of occurrence
ranged from 4.3 to 12.1 terms (standard deviation [SD] rang-
ing from 40–166 terms), reflecting the various size of our data
sample that causes the wide variations. When examining the
average probability of occurrence, we see the average in a
tight range from 0.0003–0.0005 (SD ranging from 0.0030–
0.0060), reflecting the normalization of the dataset sizes.
The clustering of the probability of occurrence indicates that
our samples are representative of the same population. Our
findings show a spread of terms that, in extremely large sam-
ple sizes, would probably follow a power law probability
distribution common in many natural language and Web ser-
vices. More important, these data help explain our earlier
finding that automatic text classification techniques work
with microblogging. It appears that these posts have much
in common with natural language utterances. This natural
language usage is even more pronounced when we exam-
ine term pairs with the highest mutual information statistics
(MIS), as shown in Table 10.

Although there are some exceptions, many of the term
pairs are natural language in structure and semantics. The
average MIS ranged from −0.6 to 1.8 (SD ranging from
4.24–4.96); this finding suggests that there is, again, a large
divergence of terms used in tweets. These linguistic find-
ings indicate that tweets share some characteristics of natural
language sentences, which is why natural language clas-
sifiers are successful in automatically categorizing them.
However, there are also some differences, probably due to
the technology employed in posting tweets.

Research Question #3: What Are the Patterns of
Microblogging Communications Between Companies
and Customers?

For communication patterns between a brand and poten-
tial customers (i.e., followers of the corporation Twitter
account), we explored four aspects of the communication
pattern: range, frequency, time, and content (i.e., How varied
were the topics of communication between Starbucks and its
customers?; How often did Starbucks and its customers twit-
ter each other?, When did they twitter?; and What did they
twitter about?).
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TABLE 9. Terms in tweets.

2.6K 38.8K 14.2K
Dataset

Index Term Frequency Probability Frequency Probability Frequency Probability

1 the 946 0.10 16468 0.36 7911 0.40
2 to 773 0.08 12808 0.28 6825 0.34
3 a 905 0.09 12050 0.26 5633 0.28
4 i 709 0.07 9648 0.21 5432 0.27
5 is 432 0.04 6266 0.14 3597 0.18
6 of 333 0.03 6018 0.13 3584 0.18
7 for 407 0.04 7111 0.16 3514 0.18
8 and 492 0.05 7334 0.16 2908 0.15
9 in 391 0.04 6587 0.14 2723 0.14
10 at 190 0.02 4032 0.09 2492 0.12
11 my 363 0.04 6301 0.14 2207 0.11
12 you 221 0.02 3096 0.07 2182 0.11
13 have 2334 0.05 2177 0.11
14 be 1920 0.04 2134 0.11
15 it 327 0.03 4253 0.09 2032 0.10
16 on 359 0.04 5623 0.12 1918 0.10
17 or 1767 0.09
18 that 217 0.02 3139 0.07 1705 0.09
19 can 1353 0.07
20 with 223 0.02 4014 0.09 1202 0.06
21 just 245 0.03 2987 0.07 1142 0.06
22 me 153 0.02 2208 0.05 1141 0.06
23 this 2024 0.04 1038 0.05
24 but 1003 0.05
25 i’m 950 0.05

Average (of entire dataset) 4.3 0.0004 12.1 0.0003 10.9 0.0005
SD (of entire dataset) 40.0 0.0030 166.2 0.0040 121.4 0.0060

TABLE 10. Term co-occurrence.

2.6K tweets 38.8K tweets 14.2K tweets

Term pair MIS Term pair MIS Term pair MIS

Chooses them 6.90 Ting tiding 8.51 Thank you 4.74
Guh a 6.90 Microcompact they 7.54 matrix_sbo null 4.65
Finalizing the 6.90 Approaching the 7.46 Room to 4.39
Fenced the 6.90 Newark to 6.44 Drandolph the 4.39
Paternity the 6.33 Tiding tiding 6.41 Played wii 4.39
Importing to 6.33 Mele the 6.38 Uploading the 7.54
Chem. i 6.33 refuse to 6.31 Mhitoshi google 7.54
Evidence exceptions 6.33 stock-index futures 6.16 Services google 4.35
Footprints in 6.33 Saddle ramsey 6.16 Haripakorss google 4.24
Riverwalk the 6.33 Decade a 6.07 Linksgoogle google 4.19
Average (of entire dataset) 1.8 −0.63 −0.11
SD (of entire dataset) 4.24 5.11 4.96

Concerning range, Table 11 shows that Starbucks received
1,585 tweets from 1,038 people that it followed. Starbucks
followed 7,779 twitter users. People can only send tweets to
Starbucks if it followed them. Therefore, Starbucks received
tweets from 13.3% of its followers. Conversely, Starbucks
twittered 322 times, including 77 times without replying to
anyone and 245 times replying to 212 followers’ tweets.
Since Starbucks can only send tweets to people following
it, Starbucks twittered 2.7% of its followers and replied to
20.4% people twittering it (7,751 followers, and 1,038 people

twittering it). Therefore, the range of communication is rather
tight, with a small number of Twitters active in the com-
munication role and a larger number taking a more passive
monitoring role. This communication pattern mirrors that in
listservs and wikis, where a small number of members are
very active and the majority are lurkers (Rafaeli, Ravid, &
Soroka, 2004).

In terms of frequency, Table 11 informs us that Starbucks
received 45.8% tweets only once from 69.9% of the people
it followed and 43.5% tweets from two to four times from
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TABLE 11. Twittering frequency between Starbucks and its customers.

Starbucks twittered 77 times without replying to anyone

From Starbucks

Twittering Follower Follower Tweet Tweet
frequency (count) (percentage) (count) (percentage)

1 182 85.9% 182 74.3%
2 27 12.7% 54 22.0%
3 3 1.4% 9 3.7%

Total 212 100.0% 245 100.0%

To Starbucks

Twitter users
Twittering Twitter users followed Tweet Tweet
frequency followed (count) (percentage) (count) (percentage)

1 726 69.9% 726 45.8%
2 191 18.4% 382 24.1%
3 69 6.7% 207 13.1%
4 25 2.4% 100 6.3%
5 12 1.2% 60 3.8%
6 8 0.8% 48 3.0%
7 3 0.3% 21 1.3%
8 0 0% 0 0%
9 1 0.1% 9 0.6%
10 1 0.1% 10 0.6%
11 2 0.2% 22 1.4%

Total 1,038 100.0% 1585 100.0%

FIG. 4. Twittering network between Starbucks and its customer based on frequency (from top left to right bottom, frequency ≤>2, ≤3, ≤4, ≤5, ≤6, ≤7).7

7The red dot in the center is Starbucks, the yellow dots are people who twittered with it more than once, and the blue line indicates the communication.

27.5% of the people it followed. It was rare for people to
twitter Starbucks more than four times. Starbucks twittered
only once to 74.3% tweets to 85.9% of these followers.

From the twitter networking between Starbucks and fol-
lowers in Figure 4, we can see that Starbucks and others
usually twittered fewer than four times. Thus, both Starbucks
and its customers did not interact frequently with each other
during the approximately 3-month data collection period. So,
at least for this company, Twitter was not an active medium
for customer relationship management. There were key Star-
bucks followers who were active members of this brand
community, which is consistent with prior work in online
communities (Panzarasa, Opsahl, & Carley, 2009).

However, concerning the time aspect, Figure 5 shows a
strong weekly pattern of communication. Starbucks and its
customers twittered mostly during the middle of the week and
less during weekend and the beginning of the week. There
are three prominent spikes on the right hand, in part due to
Starbucks’ running a survey and an event on Twitter during
these time periods. This indicates that a natural cycle of com-
munication may exist for corporate accounts. The increase in
communication for the survey and event also shows the com-
munication reach provided by Twitter to interested potential
customers.

Using the action-object approach to analyze content,
we first dropped 113 tweets because they were in foreign
languages or not understandable. Of the remaining, we
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FIG. 5. Time series of tweets between Starbucks and its customers.

identified 386 unique action-object pairs and 2,490 total
action-object pairs, as shown in Table 12.

The most frequently occurring pair is a positive comment
on coffee (9.6%). The fifth most frequently occurring pair is
related, which is a positive comment on a noncaffeine bever-
age (2.8%). The second and third most frequently occurring
pairs are both related to the events held by Starbucks on Twit-
ter. One was a survey of favorite beverages, with Starbucks
receiving 164 tweets responding to this survey. Starbucks
followers actively responded to Twitter events sponsored by
Starbucks, including Haiku on Starbucks and a trivia ques-
tion competition, with an early release Starbucks Gold Card
as prize. Starbucks followers were also keen on responding
to promotions (2.8%).

Examining actions in Table 13, 24.8% of the actions are
positive comments and 7.3% are negative comments. There
are 17.6% of the actions that are responses. Also, 12.7% are
questions, and 11.4% are answers to questions. Therefore,
questions and answers together are 24.06% of all actions
in this account. These five categories of actions (i.e., pos-
itive comments, negative comments, responses, questions,
and answers to questions) altogether make 73.7%. Thus,
one can view Starbucks’ Twitter account as a place for
a combination of customer testimony, complaining, feed-
back, and Q&A. This appears in line with prior customer
relations research (Reinartz, Krafft, & Hoyer, 2004), so
Twitter appears a viable customer relationship management
channel.
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TABLE 12. Action-object pairs.

Action-object pair occurrence > 20 Action-object pair occurrence ≤ 20

Action-object pair
Object Action Total count Percentage occurrence Count Total Count Percentage

Coffee Positive comment 238 9.6% 20 1 20 0.8%
Favorite beverage Answer 164 6.6% 19 0 0 0%
Twitter event Response 146 5.9% 18 3 54 2.2%
Promotion Response 70 2.8% 17 5 85 3.4%
Noncaffeine beverage Positive comment 69 2.8% 16 2 32 1.3%
Store Patronizing 55 2.2% 15 3 45 1.8%
Twitter Chitchat 45 1.8% 14 2 28 1.1%
Coffee Question 42 1.7% 13 4 52 2.1%
Coffee bean Positive comment 33 1.3% 12 3 36 1.5%
Promotion Positive comment 33 1.3% 11 4 44 1.8%
Twitter Positive comment 32 1.3% 10 9 90 3.6%
Coffee bean Question 31 1.2% 9 12 108 4.3%
Card Question 30 1.2% 8 5 40 1.6%
Starbucks Positive comment 27 1.1% 7 6 42 1.7%
Breakfast Positive comment 25 1.0% 6 14 84 3.4%
Card Response 25 1.0% 5 13 65 2.6%
Promotion Question 25 1.0% 4 23 92 3.7%
Coffee Order via twitter 24 1.0% 3 35 105 4.2%
Barista Answer 21 0.8% 2 70 140 5.6%
Coffee Negative comment 21 0.8% 1 151 151 6.1%
Twitter event Announcement 21 0.8% Total 1,313 52.7%

Total 1,177 47.3% 386 unique action-object pairs, 2,490 action-object pairs

TABLE 13. Actions.

Action Count Percentage

Positive comment 617 24.8%
Response 439 17.6%
Question 316 12.7%
Answer 283 11.4%
Negative comment 181 7.3%
Chitchat 76 3.1%
Suggestion 68 2.7%
Comment 62 2.5%
Expecting 55 2.2%
Patronizing 55 2.2%
Announcement 54 2.2%
Request 53 2.1%
Forwarding 44 1.8%
Notification 37 1.5%
Order via Twitter 28 1.1%
Consuming 25 1.0%
Recommendation 24 1.0%
Missing 23 0.9%
Supplement 14 0.6%
Confirmation 13 0.5%
Maintenance 11 0.4%
Recommendation request 10 0.4%
Research 2 0.1%

Total 2490 100.0%

Discussion and Implications

This study offers important insights into microblogging as
eWOM communications, with implications for branding for
corporations, organizations, and individuals. There are also
implications for the social effects that social communication
services (like Twitter) are having, in terms of fostering new

relationships in the commercial sector, specifically in gauging
marketplace reactions (i.e., sentiment), external communica-
tion (i.e., information providing), and gathering marketplace
information (i.e., information seeking). These implications
are the same for both corporations and individuals. First, of
the entire population of tweets, ≈19% mention an organiza-
tion or product brand in some way. This is good percentage
and indicates that the microblogging medium is a viable area
for organizations for viral marketing campaigns, customer
relationship management, and to influence their eWOM
branding efforts.

Second, about 20% of all microblogs that mentioned
a brand expressed a sentiment or opinion concerning that
company, product, or service. Microblogging is a social com-
munication channel affecting brand awareness and brand
image, that managing brand perception in the microblogging
world should be part of an overall proactive marketing strat-
egy, and maintaining a presence on these channels should
be part of a corporation’s branding campaign. It is appar-
ent that companies can receive positive brand exposure via
followers and others who microblog about the company
and products. Twenty percent of this fast-growing market
is substantial. Additionally, with 80% of tweets mention-
ing a brand but expressing no sentiment suggests people are
also seeking information, asking questions, and answering
questions about brands via their microblogs. Thus, company
microblogging accounts are probably a smart idea to both
monitor brand community discussions and to push informa-
tion to consumers. This information seeking and brand and
product commenting seems to open the door for some type
of advertising medium. Similar to search advertising, where
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FIG. 6. Example of company using microblog to improve customer service.

relevant ads are triggered via key terms in queries, it would
appear that there could be a tweet advertising medium where
relevant ads are triggered by keywords in tweets.

Third, the ratio of positive to negative branding tweets is
about 50% to 35%, with the remaining being neutral. Peo-
ple have an opinion and are expressing them via microblogs.
Some part of the positive tweets could be part of commercial
viral marketing by corporations (i.e., hiring persons to post
positive tweets about companies or products); however, given
the large number of tweets examined, it would seem that this
would be a small part if it existed at all. This implies that
corporations could use tweets as customer feedback about
products and features that are well received by the consumers.
Duana et al. (2008) found that product quality had a positive
impact on generating positive eWOM; therefore, businesses
could generate brand awareness without large outlays on
advertising and marketing.As for the 35% of negative tweets,
this permits a direct customer expression of what is not going
right for a product or service. Online consumer review infor-
mation can be useful for identifying consumer preferences,
finding out product defects, and correcting inadvertent mis-
takes. Duana et al. (2008) pointed out that a large amount of
negative eWOM made it difficult for a business to overcome
its adverse industry positioning. Corporations should then be

proactive in evaluating these sentiments in the microblogging
eWOM area. With microblog monitoring tools, companies
can track microblog postings and immediately intervene with
unsatisfied customers. Some corporations are already get-
ting involved, as shown in Figure 6, which shows a Chrysler
employee addressing a microblog posting from a customer
concerning her PT Cruiser. Get Satisfaction.com (getsatisfac-
tion.com) integrates directly with Twitter and automatically
pulls in tweets of specific companies.

Fourth, there is about a 60% swing in sentiment from week
to week. Assuming that this is not due to biases in classifi-
cation, microblogging branding is fluid, requiring constant
and continual management. Given that one can easily send a
microblog via a variety of mobile devices, there is obviously
an immediate expression or reaction to an individual’s expe-
riences of products or services. This immediacy at the point
of purchase is a critical factor that separates microblogging
from other forms of product expression, such as blogging,
Websites, or product reviews. As such, eWOM requires con-
tinual and constant managing in the microblogging medium
as it has closed the emotional distance between the customer
and business.

Fifth, there is a statistical difference of brands within
industry sectors, so the microblogging domain may be a
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good avenue to explore to track the trends within a given
marketplace. We found brand sentiments were different in
seven industries. Those corporations that fell behind rela-
tive to others in the industry segment could leverage the
microblogging to improve their brand image by an analy-
sis of these customers’ posting. Those corporations ahead of
others could learn from those behind and further enhance
their brand image.

Sixth, the term, co-occurrence, and mutual information
statistics generally conform to typical natural language usage,
with some notable differences. There is obviously something
(probably the technology) that is altering the normal com-
munication patterns. This would imply, again, the need for
some specialized marketing effort and methodology to ana-
lyze these microblogging posts. However, the results of the
manual classification and automatic classification are not
statistically different. This is particularly important given
that microblogging will most likely grow and integrate itself
into the overall landscape of electronic expression mediums.
In order to make sense of these data and phenomena, cor-
porations will have to rely on automated methods. Based
on this analysis, it appears that one can accurately classify
microblogging via our automated method.

Seventh, we see some general patterns in how companies
are leveraging microblogging for eWOM branding. These
efforts are providing a place for customers to express feelings,
provide feedback, ask questions, and get answers. As such,
there are a lot of possibilities to use Twitter and similar sites
for customer relations and branding efforts. These include
having multiple accounts for various areas of the corporation
to accommodate the swings in customer traffic and different
customer expectations of these services as a communication
system (e.g., one for surveys and events, one for comments
and suggestions, etc.). Considering the rapid growth and pop-
ularity of microblogging, companies should come up with a
systematic way to handle customers on microblog sites to
influence brand image. It would seem that microblogging
can be used to provide information and draw potential cus-
tomers to other online media, such as Websites and blogs. As
such, monitoring and leveraging microblogging sites con-
cerning one’s own brand and the brand of competitors is a
valuable competitive intelligence. Companies can get near
real-time feedback by setting up corporate accounts. Com-
panies also get valuable content and product improvement
ideas by tracking microblog postings and following those
people who follow their corporate accounts. Finally, compa-
nies can leverage contacts made via microblogging services
to further their branding efforts by responding to comments,
suggestions, or comments about the company brand.

Naturally, there are limitations to this study. First, we
examined microblogs from only one microblogging site.
Users of other microblogging services might differ in their
usage patterns. Twitter is by far the largest and most popu-
lar of these sites, but investigations into other services will
be an area for future research. Second, most of the brands
that we examined are major brands, with only a small per-
cent being minor brands likeAveratec. Porter & Golan (2006)

analyzed 501 advertisements, including 235 television adver-
tisements and 266 viral advertisements. The findings showed
that Fortune 500 companies created 62% of the television ads
analyzed (146 ads), while non-Fortune 500 companies cre-
ated 38% (89) of the television ads. However, non-Fortune
500 companies produced the majority of viral ads, with 60%
(160 ads), compared to 40% by Fortune 500 companies (106
ads). It would be interesting to continue this investigation
into small or even local brands. Finally, in comparing man-
ual and automated coding, we compared the distributions
of each category acquired from human coding and system
coding. One could conduct a more in-depth analysis by com-
paring the sentiment of each tweet coded by human and by
an automated system. However, the distribution of different
sentiment categories can give us a fair enough description
about the sentiment of tweets.

There are several strengths of the study. First, we used a
number of well-known brands with major impact from a vari-
ety of industry sections. This ensured our results would have
practical and influential implications. Second, we approached
our analysis of microblogging from a variety of perspec-
tives and paradigms, using a mixed methods approach and
employing both quantitative and qualitative measures. This
helped ensure that our findings are robust. Third, we focus
on microblogging as an emerging area with potentially sig-
nificant impact on eWOM and anchored this analysis in the
brand knowledge and relationships that link the finding to
consumer behavior. Therefore, our research is timely and has
practical implications in the marketplace.

Conclusion

In this research we examined the use of microblogging
for eWOM branding. Examining several datasets from a
variety of angles, our research has shed light on critical
aspects of this phenomenon. The implications of this research
include that microblogging is a potentially rich avenue for
companies to explore as part of their overall branding strat-
egy. Customer brand perceptions and purchasing decisions
appear increasingly influenced by Web communications and
social networking services, as consumers increasingly use
these communication technologies for trusted sources of
information, insights, and opinions. This trend offers new
opportunities to build brand relationships with potential cus-
tomers and eWOM communication platforms. It is apparent
that microblogging services such asTwitter could become key
applications in the attention economy. Given the ease of mon-
itoring any brand’s sentiment, one can view microblogging
as a competitive intelligence source.

The essence of eWOM communicating and customer
relationship management is knowing what customers and
potential customers are saying about the brand. Microblog-
ging provides a venue into what customers really feel about
the brand and its competitors in near real time. Additionally,
microblogging sites provide a platform to connect directly,
again in near real time, with customers, which can build and
enhance customer relationships.
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For further research, it would be interesting to investi-
gate occurrences of brand hijacking on microblogging service
(e.g., www.web-strategist.com/blog/2008/08/01/how-janet-
fooled-the-twittersphere-shes-the-voice-of-exxon-mobil/).
As with most information services on theWeb, microblogging
sites are susceptible to adversarial and spamming maneuvers,
and brand hijacking appears to be an early form of adver-
sarial methods. Early research in this area could reduce the
susceptibility of microblogging sites to these forms of attack.
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